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ABSTRACT
In-memory computing is rapidly rising as a viable solution that can
effectively accelerate neural networks by overcoming the memory
wall. Resistive RAM (RRAM) crossbar array is in the spotlight as a
building block for DNN inference accelerators since it can perform
a massive amount of dot products in memory in an area- and power-
efficient manner. However, its in-memory computation is vulnera-
ble to errors due to the non-ideality of RRAM cells. This error-prone
nature of RRAM crossbar limits its wordline-level parallelism as
activating a large number of wordlines accumulates non-zero cur-
rent contributions from RRAM cells in the high-resistance state as
well as current deviations from individual cells, leading to a sig-
nificant accuracy drop. To improve performance by increasing the
maximum number of concurrently activated wordlines, we propose
two techniques. First, we introduce a lightweight scheme that ef-
fectively eliminates the current contributions from high-resistance
state cells. Second, based on the observation that not all layers in a
neural network model have the same error rates and impact on the
inference accuracy, we propose to allow different layers to activate
non-uniform numbers of wordlines concurrently. We also introduce
a systematic methodology to determine the number of concurrently
activated wordlines for each layer with a goal of optimizing perfor-
mance, while minimizing the accuracy degradation. Our proposed
techniques increase the inference throughput by 3-10× with a less
than 1% accuracy drop over three datasets. Our evaluation also
demonstrates that this benefit comes with a small cost of only 8.2%
and 5.3% increase in area and power consumption, respectively.

1 INTRODUCTION
Deep neural networks (DNNs) have demonstrated very promising
results in multiple task domains of AI such as computer vision,
natural language processing, and robotics. While DNNs effectively
perform sophisticated jobs often surpassing human performance,
they usually accompany a tremendous amount of computation
and high memory demands. For example, ResNet-18 [10] requires
1.83 Giga-operations for processing a single image from ImageNet
dataset [8] and has 11.7 millions parameters. In conventional Von
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Neumann architecture where computation and data storage are
separated, not only the amount of computation but also the high
data movement of DNN is a performance bottleneck. The limited
memory bandwidth, and more importantly the energy wall severely
restricts the performance [1].

In-memory computing is a powerful paradigm that can largely
cut back the overhead from data movement. Specifically, in the
context of in-memory computing for DNN, resistive RAM (RRAM)
has received a lot of attention. RRAM features high storage density,
fast read speed, and very low energy consumption when organized
in a crossbar array. More importantly, RRAM crossbar array inher-
ently supports highly parallel in-memory dot product operations,
so can execute the core computations of DNN. The weights are
programmed as conductances of an RRAM crossbar and the feature
maps are applied to the wordlines of the RRAM crossbar as voltage
pulses. The voltage pulses induce currents flowing through the cells,
and the currents are accumulated on the bitline to represent the out-
put of a dot product. Exploiting such properties, many RRAM-based
DNN accelerators have been proposed [1, 4, 6, 23, 26, 34].

The dot product operation of RRAM crossbar, however, is error-
prone. The current flowing through the bitlinewhich corresponds to
the dot product output can result in a wrong value because of RRAM
cell’s non-ideality. Particularly, the incorrect readout of RRAM
crossbar’s bitline current happens due to the following two factors:
(i) the accumulation of high-resistance state cells’ currents, and (ii)
the current variations resulting from cell resistance variations.

Such an error-prone nature of in-memory dot product of RRAM
crossbar imposes a restriction on its parallel execution. Ideally,
all the wordlines of RRAM crossbar array (e.g., 256, 512) can be
activated at once to perform a bulk of dot products in parallel.
However, the more the wordlines are activated, the more the devia-
tions are accrued along the bitline current. For this reason, existing
RRAM-based accelerator chips often limit the maximum number
of (concurrently) activated wordlines (MAW). For example, recent
RRAM prototypes concurrently activate only 9 out of 256 word-
lines [2, 31] or 16 out of 512 wordlines [33]. This proves our point
that the reliability issue limits the performance of an RRAM-based
DNN accelerator by preventing a full exploitation of the potential
wordline-level parallelism in RRAM crossbar arrays.

In this paper, we introduce two key techniques that can alleviate
the performance degradation stemming from this reliability issue.
First, we propose a way that can mitigate the readout errors by
dynamically compensating for the amount of bitline current re-
sulting from the high-resistance state cells in a very efficient way.
Specifically, our technique turns the difficult task of identifying the
current contributions from the high-resistance state cells into the
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Figure 1: (a) A dot product computation in an RRAM cross-
bar array. (b) RRAM crossbar array for parallel dot products.

easy task of counting the number of 1s in the input, and presents
an efficient hardware implementation for the proposed technique.
Second, motivated from the fact that the end-to-end accuracy is
less sensitive to an increase in the MAW for some layers than oth-
ers as they are more resilient to errors and/or have sparser input
characteristics (e.g., lots of zeros), we suggest to exploit different
MAW for each layer in the neural network model. For this purpose,
we also propose a systematic approach to determine MAW for each
layer. By profiling the marginal impact of an increase in MAW on
the end-to-end accuracy for each layer, we can derive proper MAW
for all layers in the model that optimizes performance while satisfy-
ing the accuracy goal. Evaluation results show that our techniques
enable 3-10× speedup on various datasets while maintaining the
accuracy drop within 1% and incurring a limited hardware cost.

In summary, this paper makes the following contributions:

• We analyze the effectiveness of wordline-level parallelism com-
pared to the other performance scaling strategies.

• We propose an effective yet lightweight method to mitigate the
impact of high-resistance state cell currents on the bitline readout
errors.

• We propose to set MAW differently for each layer to maximize
wordline-level parallelism across the entire NN model and intro-
duce a systematic approach that finds an optimized MAW for
each layer with a small search overhead.

• We evaluate the proposed techniques using three datasets, CIFAR-
10, CIFAR-100, and Tiny ImageNet, to demonstrate substantial
throughput gains at a minimal area and power cost.

2 BACKGROUND AND MOTIVATION
2.1 RRAM-based Matrix Multiplication

Accelerator
RRAM Crossbar Array for Matrix Multiplication. RRAM is a
type of non-volatile memory that stores value by programming cell
resistances. Usually, RRAM cells are fabricated in the form of the
crossbar, which is highly dense and energy-efficient. This crossbar
array of RRAM not only works as data storage but also can work as
a very efficient in-memory matrix-vector multiplication accelerator.
Figure 1(a) shows how RRAM crossbar can be utilized to execute
the dot product. Specifically, when voltage 𝑉1 and 𝑉2 is asserted to
the first and the second wordline (row), respectively, the resulting
current at the end of the bitline (column) is equal to𝐺1 ·𝑉1 +𝐺2 ·𝑉2,
which is the dot product between vector (𝐺1 = 1/𝑅1,𝐺2 = 1/𝑅2)
and (𝑉1,𝑉2). Extending this concept, Figure 1(b) shows how a𝑚×𝑛
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Figure 2: Multi-bit (2-bit) precision matrix-vector multipli-
cation on RRAM crossbar.

RRAM crossbar array (4 × 4 in this example) executes the matrix-
vector multiplication. For this purpose, a wordline driver, a digital-
to-analog converter (DAC), drives the value corresponding to a
vector-to-be-multiplied, while𝑚 × 𝑛 RRAM crossbar array stores
the value for𝑚 × 𝑛 binary matrix. Then, the resulting current at
each bitline (column) is sampled and latched on S&H (Sample-and-
Hold) peripheral. At this point, ADC (Analog-to-Digital Converters),
which is usually shared by multiple bitlines, can be utilized to
convert the latched current value to a digital number. The need for
shift-and-add unit is explained in the following paragraph.
Multi-bit Precision Support. It is technically possible to repre-
sent a multi-bit number with a single resistor. However, in practice,
representing a multi-bit number with a single resistor often incurs
significant programming overhead, peripheral area, and noise un-
certainty [6, 13, 23]. As a result, practical designs [2, 27, 31, 33]
utilize a single-level RRAM cell (i.e., a single resistor is in one of
two states: low-resistance state and high-resistance state). A single
multi-bit value is bit-sliced and stored on multiple bitlines. Simi-
larly, it is also common to utilize a binary logic level at the wordline
driver (i.e., wordline driver either drives a high or low voltage) and
feed inputs in a bit-serial manner [6, 23, 34].

Figure 2 illustrates how RRAM crossbar performs a 2-bit matrix-
vector multiplication. As shown in Figure 2, both matrix and vector
are transposed. At the first cycle, LSBs of the input vector are
converted to the voltage pulses by DAC and sent to the RRAM array.
RRAM array performs analog matrix-vector multiplication, and the
resulting bitline currents are converted back to digital value by
ADC. The ADC outputs are shifted and added to aggregate partial
sums corresponding to different bit positions of each weight value.
After subtracting bias, which is explained in the next paragraph,
the result for input bit 0 is available. In the next cycle, the result
for input bit 1 comes out which is shifted and added with that for
input bit 0 to produce the final output.
Signed Arithmetic. To represent negative numbers with positive
integers, we utilize an efficient weight encoding scheme proposed
in [23]. This scheme scales the range of a 𝑛-bit fixed-point integer
from [−2𝑛−1, 2𝑛−1 − 1] to [0, 2𝑛 − 1] by adding a constant, 2𝑛−1.
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The scaled positive weight values are mapped onto a crossbar array.
If so, the bitline current represents a dot-product result with the
biased weights, which should be compensated as much as the bias
included in the current to obtain the correct result of the signed
arithmetic. This can be done by figuring out the number of 1s in the
input and subtracting the product of that number and the bias (2𝑛−1)
to the bitline output. For this purpose, an extra bitline is added to
each crossbar (in Figure 2). All cells in this bitline are programmed
to low-resistance state (LRS) so that the resulting current represents
the number of 1s in the inputs. We assume this way of handling
signed arithmetic throughout this paper.

2.2 RRAM Accelerator Performance Scaling
Processing Multiple Arrays in Parallel. The performance of
RRAM-based accelerator can be improvedwith variousmechanisms.
The most straightforward way is to simply utilize multiple numbers
of crossbar arrays (along with its peripherals). Such a performance
scaling strategy naturally results in throughput gains proportional
to the increase in area and power. An alternative and better way to
improve performance is to increase the number of wordlines (rows)
or bitlines (columns) processed in parallel.
ProcessingMultiple Bitlines in Parallel. The number of bitlines
processed in parallel is closely related to the number of ADCs.
Technically, RRAM array computation itself happens in a very short
time (often less than five nanoseconds [32, 35]). However, a single
ADC can only read a single value every ADC cycle. As a result, if
there is only one ADC for RRAM array with 128 bitlines, it takes a
total of 128 ADC cycles to retrieve all bitline currents and convert
them to digital values. In this case, a single ADC is effectively
processing each bitline in series. If multiple ADCs are utilized,
multiple bitlines can be processed in parallel, and throughput will
improve accordingly. However, this not only leads to an increase in
the area and power spent on analog-to-digital conversion but also
leads to a proportional increase in the number of S+A (Shift-and-
Add) units to avoid them from introducing a bottleneck.
Processing Multiple Wordlines in Parallel. The best way to
improve the performance is to increase the number of wordlines
processed in parallel. We refer to the maximum number of word-
lines processed in parallel as MAW. Increasing the MAW does not
change the number of ADCs, and no peripheral hardware needs to
be replicated. Instead, ADCs only need to increase its resolution
accordingly. For example, if 32 wordlines are processed in parallel
instead of 8 wordlines, the resulting value can have a range of (0, 32)
instead of (0, 8). As a result, such an extension would require 6-bit
ADCs instead of 4-bit ADCs. Increasing the resolution of ADCs
leads to an increase in the ADC area and power. However, assuming
successive-approximation ADC (SAR-ADC), a widely used ADC
type for its cost-efficiency, the area and power cost from increased
ADC resolution (2-bit) is much less than that of four ADCs which
are required to achieve a similar level of bitline-level parallelism.
An increase in the ADC resolution also requires a bitwidth increase
in S+A (Shift-and-Add) unit as well as a larger output register for
storing wider partial sums. However, their additional cost is also
much smaller than that of replicating ADC and the S+A unit.
Quantitative Comparison of Different Scaling Schemes. Fig-
ure 3 shows the area and power cost of different performance scaling
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Figure 3: Normalized CU area and power increase for three
different performance scaling strategies

Table 1: Baseline CU configuration

CU (1.2GHz, 32nm process)
Component Unit # Specification Power (mW) Area (mm2)

RRAM Crossbar 8 128 × 128 2.4 0.0002
DAC 8 × 128 1-bit DAC 4 0.00017
S+H 8 × 128 - 0.01 0.00004
ADC 8 4-bit ADC 1.46 0.0036
S+A 4 - 0.07 0.00035

Input Reg 1 1KB 1.19 0.0049
Output Reg 1 0.28KB 0.18 0.00199
CU total - - 9.31 0.0113

strategies. We assume a basic unit for matrix multiplication with
eight crossbar arrays of single-level RRAM, which we refer to as
computing unit (CU). The default CU configuration is shown in
Table 1. As a baseline setting, we use 4-bit ADC, assuming the MAW
of 8. The area and power models for analog components are derived
from ISSAC [23]. We synthesize the digital components with the
40nm TSMC standard cell library and scale their area and power to
the same technology as the analog components (32nm). For ADC
area scaling across different resolutions, we scale each component
area and power from a SAR ADC [16] with the following rules [22]:
i) exponential area increase across resolutions for the capacitive
DAC, and ii) linear area increase across resolutions for the other
components including reference buffer, memory, and clock. We
linearly increase the ADC cycle time with the resolution growth.
From the figure, we can conclude that exploiting wordline-level
parallelism (i.e., increasing the number of wordlines to process in
parallel) is a much better way to improve the performance than
CU-level parallelism (i.e., increasing the number of CUs) or bitline-
level parallelism (i.e., increasing the number of bitlines to process
in parallel). However, in practice, this is a challenging task for the
reasons outlined in the following section.

2.3 Challenges in Exploiting Wordline-level
Parallelism

The main challenge of exploiting wordline-level parallelism stems
from the non-ideality of RRAM cells. As the MAW increases, more
errors resulting from each RRAM cell are accumulated and end up
inducing errors on the ADC readout output. Specifically, two RRAM
characteristics act as the main hindrances to the MAW increase:
small RRAM On/Off ratio and cell resistance variation.
Small On/Off ratio.When mapping weight values of neural net-
works on RRAM crossbar arrays, cells representing logical zero are
programmed as high resistance state (HRS), and cells representing
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Figure 4: Impact of MAW on Top-1 inference accuracy of
ResNet-18 [10] on Tiny Imagenet [18]. RRAM cells with
varying characteristics (i.e., On/Off ratio 𝑅 and LRS Cell re-
sistance deviation 𝜎𝐿) are used. X-axis represents MAW.

logical ones are programmed as low resistance state (LRS). Cells
do not pass any current when the corresponding wordline is not
activated (input 0). When the corresponding wordline is activated
(input 1), ideally, HRS cells should not pass any current to represent
logical zero, and only LRS cells should pass a constant amount of
current (𝐼𝐿𝑅𝑆 ). However, in practice, HRS cells pass non-zero cur-
rent (𝐼𝐻𝑅𝑆 ). Such currents can be accumulated, and the accumulated
currents may eventually become as much as the current for the
LRS cell (𝐼𝐿𝑅𝑆 ). At that point, the read output is likely to be wrong.
This may not be an issue for some RRAM cell types [20, 29] that
have a very high ratio (e.g., 104) between the resistance of HRS and
LRS, called On/Off Ratio. On the other hand, there are cells with
much lower On/Off ratio (e.g., 15) with other benefits such as lower
leakage current, lower programming cost, higher density, or/and
higher retention time [30]. For such cells, this becomes a signifi-
cant issue. For example, if the On/Off ratio is 15, accumulating 15
currents for HRS state (i.e., 15 𝐼𝐻𝑅𝑆 ) may result in the ADC output
of 1 since it ends up producing the current for LRS state (𝐼𝐿𝑅𝑆 ).

This is not something one can statically correct by judiciously
setting the reference current because different logical values can
lead to a single current value. For example, 15 zeros and a single 1
out of 16 total activated wordlines result in a current of 15𝐼𝐻𝑅𝑆 +
1𝐼𝐿𝑅𝑆 . Meanwhile, two 1s out of two total activated wordlines also
result in a current of 2𝐼𝐿𝑅𝑆 , which is same as the previous one.
Cell Resistance Variation. RRAM cells are typically composed
of metal-oxide layers in-between two metal electrodes. By apply-
ing appropriate voltage/current to a cell, oxygen vacancies in the
metal-oxide layer either form or breakdown conductive filament
leading to resistance change. This formation of conductive fila-
ment involves randomness, and therefore even with extensive pro-
gram/read scheme, some variation in the resistance of RRAM cell is
inevitable [11]. It has been reported that, for both HRS and LRS cells,
the resistance follows the lognormal distribution characterized by
the resistance value and resistance deviation for each state [12].
Such statistical randomness in cell resistance leads to a deviation of
bitline current. When the MAW is small, this is not really a problem
since a single cell’s current variation typically falls within the noise
margin of ADC. However, when multiple cell variations are accu-
mulated, the resulting value has a higher variance. This is especially
problematic since this error follows the lognormal distribution that
can exhibit a high deviation.
Effect of the MAW on Accuracy. The non-idealities of RRAM
cells explained above are significant problems, and they in fact act
as a limiting factor when scaling the MAW. For example, practical
RRAM-based DNN accelerators [2, 27, 31–33] does not concurrently

process all wordlines of RRAM crossbar. For example, recent RRAM
macros can concurrently activate only 9 out of 256 wordlines [2, 31]
or 16 out of 512 wordlines [33].

Figure 4 shows the impact of adjusting MAW on neural network
model accuracy across different RRAM cells with varying character-
istics. For this experiment, we faithfully followed the methodology
of DL-RSIM [19] for the accuracy simulation. As the baseline set-
ting, we choose On/Off ratio (𝑅) and resistance deviation of LRS
(𝜎𝐿) and HRS cell (𝜎𝐻 ) to be 25, 0.04, and 0.4 respectively, assuming
an oxide-based (𝐻 𝑓𝑂2) RRAM [9]. For comparison, we also experi-
mented with 𝑅 of 15 and 35, and 𝜎𝐿 of 0.02 and 0.06. As a baseline
setting, we configured reference currents of ADC in a way that
maximizes the margin by taking a mean of all possible currents
for each logical value [19]. For example, when MAW is 8, we dis-
tinguish between logical 1 and logical 2 by judging whether the
input signal is smaller or bigger than the halfway point between the
mean of 𝐼𝐿𝑅𝑆 , 𝐼𝐿𝑅𝑆 + 𝐼𝐻𝑅𝑆 , ..., 𝐼𝐿𝑅𝑆 + 7𝐼𝐻𝑅𝑆 (considering a varying
number of activated wordlines from one to eight) and the mean of
2𝐼𝐿𝑅𝑆 , 2𝐼𝐿𝑅𝑆 + 𝐼𝐻𝑅𝑆 , ..., 2𝐼𝐿𝑅𝑆 + 6𝐼𝐻𝑅𝑆 .

As shown in the figure, the model accuracy drops to near-zero
once the MAW exceeds 𝑅. Even before then, the accuracy drops
substantially (e.g., 17% on MAW of 8 for 𝑅 of 15). Similarly, an
increase in the LRS cell resistance variation results in the even more
accuracy drop as the MAW increases. This proves our point that the
non-ideality of RRAM cells are limiting the potential performance
gain from the increased MAW.

3 UNLOCKINGWORDLINE-LEVEL
PARALLELISM

3.1 Overview
To enable the performance scaling with wordline-level parallelism,
non-ideality of RRAM cells need to be properly addressed. Our
work presents two techniques to mitigate non-ideality of RRAM
cell and enable the RRAM-based neural network accelerators to
exploit wordline-level parallelism with much larger MAW without
notably degrading accuracy. First, Section 3.2 introduces a technique
to efficiently mitigate errors resulting from accumulation of high-
resistance state (HRS) cell currents. Second, motivated from the
fact that each layer in a neural network model has a different level
of tolerance for errors, Section 3.3 presents a mechanism to identify
the proper MAW for each layer with minimal impact on model
accuracy. With these two techniques, our work presents a new way
to scale RRAM-based accelerator performance with a much less
hardware cost than the alternative scaling strategies.

3.2 Input-Aware Current Compensation
Themost natural way to counter the impact of the unwanted current
shift that HRS cells cause is to simply subtract the sum of HRS
cell currents from the resulting bitline current. If 𝑁 wordlines are
activated and 𝐿 among 𝑁 cells are in LRS while 𝐻 cells are in HRS,
the resulting bitline current 𝐼𝐵𝐿 is as follows.

𝐼𝐵𝐿 = 𝐿 · 𝐼𝐿𝑅𝑆 + 𝐻 · 𝐼𝐻𝑅𝑆

For example, in Figure 5(a), 𝑁 , 𝐿, and 𝐻 are 3, 1, and 2, respectively,
so 𝐼𝐵𝐿 is 𝐼𝐿𝑅𝑆 + 2 · 𝐼𝐻𝑅𝑆 . If it is possible to eliminate the second term
from the above equation for 𝐼𝐵𝐿 , identifying 𝐿 from the remaining
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Figure 5: Illustration of the hardware for input-aware cur-
rent compensation scheme

current (i.e., 𝐿 · 𝐼𝐿𝑅𝑆 ) with ADC is a trivial task assuming no random
current variations. However, subtracting the current 𝐻 · 𝐼𝐻𝑅𝑆 is
a fundamentally infeasible task because 𝐻 is a value that is only
available at the readout. Fortunately, we can rewrite the above
expression as follows.

𝐼𝐵𝐿 = 𝐿 · 𝐼𝐿𝑅𝑆 + 𝐻 · 𝐼𝐻𝑅𝑆

= 𝐿 · 𝐼𝐿𝑅𝑆 + (𝑁 − 𝐿) · 𝐼𝐻𝑅𝑆

= 𝐿(𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ) + 𝑁 · 𝐼𝐻𝑅𝑆

From the equation above, it is obvious that subtracting 𝑁 · 𝐼𝐻𝑅𝑆

makes it easy to identify 𝐿 from remaining currents with a conven-
tional ADC, considering that (𝐼𝐿𝑅𝑆−𝐼𝐻𝑅𝑆 ) is a constant. Subtracting
𝑁 · 𝐼𝐻𝑅𝑆 is possible since 𝑁 is the number of 1s in the input vector
rather than the number of 0s in the output vector (i.e., 𝐻 ). Below,
we discuss how we efficiently implement the hardware for such
current subtraction and identify 𝐿 with a conventional SAR-ADC.
Step 1: Subtracting 𝑁 · 𝐼𝐻𝑅𝑆 . To dynamically generate the current
𝑁 · 𝐼𝐻𝑅𝑆 , our proposal adds an extra bitline to the crossbar array. All
the cells in this extra bitline are then programmed to HRS.When the
wordline driver activates specific wordlines, the resulting current
for this bitline roughly corresponds to 𝑁 · 𝐼𝐻𝑅𝑆 . Then, we add a
current subtractor before each ADC so that the ADC takes the
subtraction results (i.e., roughly equals 𝐿(𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 )) as input.
Figure 5 illustrates the crossbar structure extended for input-aware
current compensation scheme.

One might remember that the original architecture already has
a mechanism to count the activated wordlines (𝑁 ) to handle signed
arithmetic (Section 2.1), and wonder if we still need them consid-
ering that we can add a new way to count 𝑁 with HRS cells. The
short answer is yes. The newly added HRS-cell-based extra bitline
is not well-suited for obtaining 𝑁 itself. First, the 𝐼𝐻𝑅𝑆 is small and
thus identify 𝑁 from 𝑁 · 𝐼𝐻𝑅𝑆 is challenging. Second, HRS cells
tend to have higher resistance variance than LRS cells. For these
two reasons, we still need a separate LRS-cell-based extra bitline
for counting 𝑁 , which is used to handle signed arithmetic.
Step 2: Obtaining 𝐿withADC. Tomaximize amargin between an
input signal and a reference current, the reference currents should
be a halfway between two adjacent possible input signals. In other
words, the optimal reference currents for 𝐿(𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ) would
be 1

2 (𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ), 32 (𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ), ... , 2
𝑘+1−3
2 (𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ) where

𝑘 is ADC resolution. A multi-level sense amplifier-based ADC,
which is widely used by the recent macros for RRAM-based DNN
accelerator [2, 27, 31], usually keeps a separate current generator

for each reference current and thus can produce reference currents
according to the optimal values. However, a cost-effective type of
ADC like a successive approximation register (SAR) ADC uses a
binary weighted DAC for reference generation [7, 17]. The binary
weighted DAC dynamically produces 2𝑛 − 1 reference currents by
combination of 𝑛 binary weighted currents (e.g., producing current
1,2, ... , 7 with current 1,2,4). Even for this type of ADC, an optimized
set of reference currents can be generated with the addition of a
constant current subtractor. Specifically, a current subtractor can
be added to subtract the constant current of 1

2 (𝐼𝐿𝑅𝑆 − 𝐼𝐻𝑅𝑆 ) from
the generated reference current.
Comparison to Prior Work. A recent prior work IA-REF [2, 3]
also identified the issue of accumulated HRS cell currents and pro-
posed a way to mitigate this. Specifically, IA-REF first counts the
number of activated wordlines (i.e., 𝑁 = wordlines with 1s) in the
digital domain with a digital popcount unit (i.e., adders), and then
set the reference currents for the ADC to the halfway points among
following currents: 𝐼𝐿𝑅𝑆+(𝑁−1)𝐼𝐻𝑅𝑆 , 2𝐼𝐿𝑅𝑆+(𝑁−2)𝐼𝐻𝑅𝑆 , ... , (𝑁−
1)𝐼𝐿𝑅𝑆 + 𝐼𝐻𝑅𝑆 , 𝑁 𝐼𝐿𝑅𝑆

1. For this purpose, IA-REF prepares a set of 𝑁
reference currents for each 𝑁 value, and then pre-programs them to
the separate RRAM array. Once the 𝑁 is determined, IA-REF drives
the first 𝑁 wordlines of this auxiliary RRAM array to retrieve 𝑁
reference currents. While this is effective for further error reduction
on small MAW, the method quickly becomes impractical for larger
MAW that it was not designed for. For example, for MAW of 128,
this method requires roughly 128 × 128 RRAM crossbar array as
well as a wide (128 elements) digital popcount unit.

3.3 Layer-wise MAW Selection
The input-aware current compensation scheme addresses the po-
tential errors resulting from the accumulation of HRS cell currents.
However, random current deviations can still be accumulated and
produce an error for the larger MAW. To achieve further perfor-
mance improvement, we propose to assign different MAW for differ-
ent layers instead of utilizing the same MAW for the whole neural
network model. The intuitions behind the idea is that i) different
layers of the same network exhibits different amount of errors for
the same MAW, and ii) even the same amount of errors on different
layers has a varying impact on the end-to-end model accuracy.

Different layers of the same network induce different amount
of errors for the same MAW because their inputs are different. For
example, some layers are followed by the popular ReLU activation
function which clamps all negative values to zero. For such layers,
the number of 0s in the input tends to be larger than the conven-
tional layer. In that case, even for the same MAW, the actual number
of activated wordlines (i.e., 1s in the inputs) tend to be small because
value zero is represented as eight 0s in its 8-bit representation. We
also empirically verified that the same amount of errors on different
layers has a varying impact on the end-to-end model accuracy. For
example, we find that the very first layer of convolutional neural
network models tends to be much more sensitive to errors. This is

1Technically, IA-REF adopts a custom sensing scheme named distance-racing sensing
scheme. This scheme interprets 𝐼𝐵𝐿 by comparing the distance between 𝐼𝐵𝐿 and the
higher reference current and the distance between 𝐼𝐵𝐿 and the lower reference current.
While the exact implementation is different, the distance-racing sensing scheme and
the conventional sensing scheme are conceptually equivalent, and thus we assumed
the latter for concise explanation.
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natural considering that the first layer is responsible for extracting
key features directly from the input.
Overview.Wepropose a systematic approach to identify the proper
MAW for each layer in the given NN model. Specifically, we enable
the user to provide a target accuracy loss and find the MAW for
each layer which results in less than the target accuracy loss on
the validation set. The process consists of two phases: layer-wise
sensitivity profiling and iterative search to find proper MAW.
Profiling. For each layer, we profile the impact on the end-to-end
model accuracy as the specific layer’s MAW increases. Specifically,
we measure change, not drop, as sometimes accuracy accidentally
increases from errors resulting from the MAW increase. Figure 6(a)
illustrates the profiling process for the first layer of a 4-layer neural
network model. For this purpose, we change the MAW for the first
layer (e.g., 8, 16, 32) while the other layers run in a pure software
mode with no error, and then measure the deviation (labeled "Dev"
in Figure 6(a)) from the ideal end-to-end accuracy (i.e., the accu-
racy for the case where this model runs without any error). Then,
the marginal cost for each MAW is calculated by comparing the
deviation with the immediately previous level. For example, the
cost to increase the MAW of Layer 1 from 16 to 32 is 0.3 (=0.9-0.6).
The cost for the minimum supported MAW (8), which we denote
as base MAW, is not defined.
Iterative Search. Once the profiling for every layer finishes, the
iterative search starts. Starting from the state 0 which is defined as
the tuple of base MAW (i.e., (8, 8, 8, 8) in Figure 6(b)), the search
defines the following states by increasing the MAW of a layer that
has the least marginal cost. For example, Figure 6(b) visualizes how
state 1, 2, 3 are defined. At state 0, all the layers are initialized with
the base MAW (8). Since the marginal cost of increasing the MAW
for the layer 4 is the least among available options (gray-colored
cells), state 1 is defined as (8, 8, 8, 16). The next state (state 2) is then
defined as (8, 8, 8, 32) since the marginal cost for increasing the
MAW for layer 4 is the least among available choices once again.
State 3 is then defined as (8, 16, 8, 32) as the layer 2 now has the
least marginal cost of increasing the MAW. This process continues
and a series of 8 states are defined in this example.

To determine when to stop advancing states, we introduce a
user parameter called target accuracy loss. We move forward as
far as the simulated validation accuracy does not degrade more
than the target accuracy loss from the ideal accuracy (i.e., accuracy
without any error). Examining the validation accuracy for every
state will require a multiple rounds of validations that is identical
to the number of total states. To avoid such a huge computational
cost, we perform a binary search to find the best policy that satisfies
the validation accuracy constraint. Figure 6(c) illustrates how the
binary search reduces the total number of validations.

At the first round, we proceed as many as the half of the total
possible states (i.e., [# of layers] × [# of possible MAW values - 1])
and then perform the validation of the corresponding policy. As
the accuracy drop is less than the target accuracy loss (0.5%), we
move further as much as the half of the remaining states, and reach
state 6. However, at this time, the validation accuracy drops from
the baseline more than the target accuracy loss. Thus, we move
backward to the halfway point between the current state and the
last visited state (State 5 in this example). We repeat the process
until we cannot move anymore. The resulting policy would be the
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Figure 6: Example for MAW selection process on a 4-layer
network. (a) shows the process of the sensitivity profiling of
the layer 1. (b) shows how the iterative search is performed
utilizing profiling results. (c) shows how we determine the
best policy satisfying the validation constraint.

last one that has satisfied the target accuracy loss. In the example,
the search stops at State 5 and outputs its policy as it satisfies the
accuracy constraint. The binary search limits the required rounds
of validation to be the log of the number of the total states.

Note that this policy does not guarantee the exact accuracy loss
in the real test set. It is well known that NN algorithms’ behavior is
slightly different on validation set and the test set, and thus there
is no real way to guarantee the actual accuracy loss on the test set
resulted from our MAW selection policy. Still, if the validation set is
sufficiently representative, it is expected that the similar accuracy
loss will be observed in the test set as well.
Relation between theMAW and ADCResolution. As outlined
in Section 2.2, support for the increased MAW requires an increase
in the ADC resolution. For example, to support the MAW of 128,
ADC resolution needs to be 8-bit so that it can properly support 0-
128 range. However, observations from real neural network model
inputs indicate that it is rare for the resulting bitline currents from
the crossbar array to exceed certain value. This is natural in some
sense. For example, if the uniform distribution is assumed for the
8-bit input vector (activation of the previous layer), about half
of the bits (e.g., 4 out of 8-bit) will be zero. The same may apply
for the 8-bit weights. Since the bitline current accumulates 1 if
and only if both the currently processed bits in the input and the
weight are 1, the chance of the bitline accumulating 1 from a single
wordline activation is roughly 1/4. As a result, for a specific MAW,
the expected value for the ADC outcome is 1/4 of it. In this case,
utilizing a ADC with a single bit less resolution (i.e., the ADC can
convert to [0, MAW/2]) and clipping the signal when it exceeds
the supported range has an negligible impact on the end-to-end
accuracy. Furthermore, we find that it is also a good idea to give
up an ability to detect MAW/2 value for the extra bit reduction. In
summary, we recommend the usage of ADC with (log2𝑀 − 1)-bit
resolution, not (𝑙𝑜𝑔2𝑀 + 1)-bit resolution, where𝑀 represents the
largest among MAWs of all layers. Tightening the ADC resolution
affects not only area and power but also the speedup since ADC
latency, scaling linearly with the resolution, is in the critical path.
Section 4.3 demonstrates the validity of this design choice.
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4 EVALUATION
4.1 Methodology
Workloads. To evaluate the effectiveness of the two proposed
schemes, we conducted experiments on three datasets with different
complexity (CIFAR-10, CIFAR-100 [15], Tiny ImageNet [18]), and
used two CNN models (ResNet-18 [10], VGG-11 [25]). By default,
we used 8-bit for both weight and activation values of the networks.
We have trained the models using floating-point values and fine-
tuned them for fixed-point quantization. For weight quantization,
we clipped the weight values with a fixed threshold for each layer
that minimizes the mean-squared-error between the floating point
and the quantized values [24, 28]. For activation quantization, we
used parameterized clipping activation [5].
Accuracy Simulation. To estimate the end-to-end inference accu-
racy of RRAM-based accelerator, we implemented a custom sim-
ulator faithfully following the methodology of DL-RSIM [19] and
integrated it into the Pytorch [21]. By default, we set the On/Off
ratio of RRAM cell to be 25 [9]. We set the resistance variance for
HRS and LRS resistance as 0.4 and 0.04, respectively [9].
Baseline Architecture. We assume a generic RRAM-based DNN
accelerator which is organized in a hierarchical structure similar
to a well-known prior work ISAAC [23]. Section 2.1 explained the
structure for the computing unit (CU), a basic building block for
the DNN accelerator. In the baseline architecture, 12 CUs comprise
a single processing element (PE) along with various peripherals
such as weight/activation buffers as well as miscellaneous function
units including sigmoid units, pooling units, etc, and there are 336
PEs in total. When measuring the performance, we followed the
mapping strategy based on the inter-layer pipeline of ISAAC [23]
which minimizes the buffer requirement between PEs.

4.2 Input-Aware Current Compensation
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Figure 7: Impact of input-aware current compensation
scheme on the accuracy across varying MAW (x-axis).

To measure the effectiveness of input-aware current compensa-
tion scheme (in Section 3.2), we change the MAW from 8 to 128 and
run the whole model with the specific MAW, and then compare the
accuracy degradation from the baseline. We increment the ADC
resolution by one every time the MAW gets doubled. Figure 7 shows
the result for this experiment. For all datasets, the accuracy of base-
line begins to noticeably degrade from the MAW of 16 and becomes
unusuable when the MAW is larger than 16. On the other hand,
with our proposed input-aware current compensation scheme, the
accuracy remains fairly high with the increased MAW. Especially
for CIFAR-10, the accuracy is nearly identical to the ideal case even
with the MAW of 128. On CIFAR-100 and Tiny ImageNet, however,
the accuracy continuously decreases although much more gently

Speedup Accuracy (base) Accuracy (ours)
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Figure 8: Speedups and accuracy degradation of our pro-
posed scheme (input-aware current compensation + layer-
wise MAW selection) across different workloads. X-axis rep-
resents the ADC resolution.
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Tiny ImageNet on ResNet-18 Network. 6-bit ADC is used.

compared to the baseline, which demonstrates that the current com-
pensation alone is not sufficient to achieve significant performance
improvements maintaining the accuracy. The MAW can increase
only up to 32 and 16 for CIFAR-100 and Tiny ImageNet which
translates to 3.3× and 1.6× speedup, respectively.

4.3 Input-Aware Current Compensation with
Layer-wise MAW Selection.

Figure 8 shows the performance and accuracy degradation for cases
where both input-aware current compensation scheme and the
layer-wise MAW selection policy are applied. Specifically, we in-
cluded the MAW of 8, 16, 32, 64, and 128 to the search space and set
the target accuracy loss to 1%. Furthermore, the same experiments
were conducted with the different ADC resolutions (4-8 bits) to
observe its impact (see discussion at the end of Section 3.3). As
shown in the figure, our scheme achieves the substantial speedup
across all workloads, especially on the recommended ADC resolu-
tion (𝑙𝑜𝑔2𝑀 − 1 = 6). Such a speedup is all achieved within around
1% accuracy degradation. Note that all bars in the figure achieve
the limited accuracy degradation since our layer-wise MAW selec-
tion policy always limits the accuracy degradation by forgoing the
potential speedup resulting from the larger MAW.

Figure 8 also explores the impact of ADC resolution. The in-
creased ADC resolution reduces the errors from clipping, and can
potentially enable the higher MAW for certain layers. However, at
the same time, it reduces the throughput of all layers because a
larger ADC resolution leads to a longer ADC latency. As discussed
in Section 3.3, the ADC resolution of (𝑙𝑜𝑔2𝑀 − 1 = 6) results in
the best performance in many cases. This is because such a ADC
resolution minimizes the case of accuracy degradation from clip-
ping while also providing the better ADC latency compared to the
full-resolution case (8-bit for MAW = 128).
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Figure 10: Sensitivity to cell On/Off ratio.
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Figure 11: Sensitivity to cell resistance deviation.

For Tiny ImageNet dataset, the result is slightly better for 5-bit
ADC. This is because the MAW of 128 is rarely used to limit the
accuracy degradation. Figure 9 shows the selected MAW across
layers for CIFAR-100 and Tiny ImageNet on ResNet-18. The figure
shows that the MAW of 128 is only selected for 5 layers out of
21 layers. In this case, the choice of 5-bit ADC does not degrade
the accuracy much while providing slightly better speedup for all
layers. On the other hand, the figure shows that the MAW of 128 is
used on many layers for CIFAR-100 dataset.

Note that the result on Figure 8 is much better than the ones
presented in Figure 7. It is easy to see the effectiveness of the
layer-wise MAW selection for CIFAR-100 and Tiny ImageNet as
only limited performance gain (3.3×, 1.6×) has been achieved solely
with the current compensation while Figure 8 shows around 9×,
4× speedup for the same datasets.
Additional Hardware Cost. The performance gain of the two
proposed techniques incurs very small hardware cost. The increase
of area and power of CU when using 6-bit ADC is measured to be
25.3% and 8.7% following the way discussed in Section 2.2. This cost
translates to 8.2% and 5.3% of the chip-level overhead as CUs account
for 37.5% and 62.8% of the total chip area and power respectively,
assuming that non-CU components in the chip follow the area and
power model reported in [23].

4.4 Sensitivity Studies
Sensitivity to Cell On/Off Ratio.We changed On/Off ratio from
the baseline setting (i.e., 25) to 15 and 35. For the On/Off ratio of
15, the baseline MAW was adjusted to 4 from 8, since the MAW 8
resulted in the severe accuracy degradation. The MAW of 16 still
resulted in the severe accuracy degradation even with the On/Off-
ratio = 35, and the baseline MAW was set to 8 for that case. The
Figure 10 shows the experimental result. Generally speaking, our
scheme achieves higher speedup on higher On/Off ratio. When the
On/Off ratio is extremely low, the MAW is severely limited and the
amount of speedup that our scheme can achieve becomes limited as
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Figure 12: Sensitivity to quantization levels. The x-axis rep-
resents the quantized bitwidth for both activations and
weights. We keep activation values of the first layer as 8-bit
regardless of the quantization level following the practice of
many other studies on DNN quantization[5, 14, 36].

well. On the other hand, a higher On/Off ratio lets our layer-wise
MAW selection scheme aggressively utilize a large MAW.
Sensitivity to Cell Resistance Deviation. We changed 𝜎 from
the baseline setting (i.e., 0.04) to 0.02 and 0.06, and then observe the
impact of such changes on the speedup. Figure 11 shows that the
speedup tends to decrease as 𝜎 is increased. This is natural since
the larger 𝜎 indicates the larger chance of accumulated errors from
cell resistance deviation exceeding the ADC sensing margin. Con-
sequently, our layer-wise MAW selection policy ends up choosing
the more conservative MAW, which results in the less speedup. Still,
our scheme shows over 3× speedup across all evaluated cases.
Sensitivity to Quantization Levels. For the efficient computa-
tion, it is common to perform further quantization on neural net-
work models. Figure 12 shows that our technique provides substan-
tial speedup regardless of the quantization levels.

5 CONCLUSION
We propose two key techniques that enables the RRAM-based ac-
celerators to exploit further wordline-level parallelism and improve
the performance at a low cost. First, we reduce a large part of the
bitline current readout errors with a cost-effective error mitigation
mechanism called input-aware current compensation that alleviates
the accumulation of the non-zero HRS cell currents. Second we
propose a layer-wise MAW selection scheme exploiting the fact
that different layer has different resilience to the increase of the
MAW. We introduce an algorithm to find a proper MAW for each
layer under an accuracy constraint by profiling each layer’s sen-
sitivity to the end-to-end accuracy. Our evaluation demonstrates
that, when input-aware current compensation and layer-wise MAW
selection are both applied, we achieve 3 − 10× speedup with less
than 1% accuracy degradation across three datasets. This benefit
comes with a small cost of only 8.2% and 5.3% increase in area and
power consumption, respectively, at the chip level.
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